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## Question

How can we transpose this approach to graphs?
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2. $\mathrm{MD}(G)=n-1 \Leftrightarrow G$ is $K_{n}$
3. Trees? The simple leg rule gives an optimal resolving set [Slater, 1975]
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## Metric Dimension is difficult!

- NP-complete... [Garey \& Johnson, 1979]
- ... even on very simple graph classes: planar [Díaz et al., 2012], split, bipartite [Epstein et al., 2012], interval of diameter 2 [Foucaud et al., 2017], bounded treewidth [Li \& Pilipczuk, 2022]
- W[2]-complete (so no $f(\mathrm{MD}) n^{k}$ algorithm), even on subcubic graphs [Hartung \& Nichterlein, 2013]
- No polynomial-time algorithm can give better than a $\log (n)$ approximation factor, even on subcubic graphs [HN13]

A few positive results...

- Linear-time: cographs [Epstein et al., 2012], cactus block graphs [Hoffmann et al., 2016]
- Polynomial-time: outerplanar graphs [Díaz et al., 2012]
- FPT for bounded treelength [Belmonte et al., 2015]
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3 The set $R$ constructed this way is a resolving set
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Theorem [D., Foucaud \& Hakanen, 2023+]
FPT algorithm parameterized by directed modular width.
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Theorem [D., Foucaud \& Hakanen, 2023+]
There is a linear-time algorithm computing a minimum-size resolving set of a directed tree.

Algorithm: two mandatory things

- Sources + resolving sets of in-twins
- Resolving legs of strongly connected components
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## Definition

In a strongly connected component $C$, every $v \in C$ such that an arc $\overrightarrow{u v}$ with $u \notin C$ exists is a dummy vertex.


Every dummy vertex is a representative of the vertices in the resolving set behind the in-arc
They act like degree $\geq 3$ vertices for the purpose of legs
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## Definition

An escalator is a strongly connected component with:

- a path as an underlying graph
- only one in-arc from outside, at one end
- the only possible out-arcs to outside are at the other end

$\rightarrow$ These are almost-in-twins
- For each set of $k$ almost-in-twins, take $k-1$ in the resolving set
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## Definition

In a strongly connected component, a special leg is a leg that:

- spans from a dummy or degree $\geq 3$ (in the component) vertex
- has at least one out-arc from a vertex other than its endpoint

$\rightarrow$ Conflict between pairs!
- Take the endpoint of each special leg
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... require one or two endpoints.
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## Directed trees (6) The final algorithm

## Theorem [D., Foucaud \& Hakanen, 2023+]

There is a linear-time algorithm computing a minimum-size resolving set of a directed tree.

Algorithm

1. Take every source, resolve each set of almost-in-twins
2. For each strongly connected component
2.1 Mark the dummy vertices
2.2 Solve the special paths cases (previous slide)
2.3 Take the endpoint of every special leg
2.4 Resolve the remaining standard legs

This gives a resolving set... which we prove is minimum-size!
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Theorem [D., Foucaud \& Hakanen, 2023+]
There is a linear-time algorithm computing a minimum-size resolving set of the orientation of a unicyclic graph.

Algorithm

1. Take every source
2. Manage a few special cases (at most one more vertex)
3. Resolve each set of in-twins with some priority
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©Special case
(Unresolved pair)
$\Rightarrow$ Take one
unresolved vertex

$\triangle$ Special case
(Unresolved pair)
$\Rightarrow$ Take one vertex
along the long path

$\triangle$ Special case
(Unresolved pair)
$\Rightarrow$ Take the sink of the cycle
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## Two sinks in the cycle



Those are concerning paths, which can be either unfixable or fixable.

## Special case \& Priority

- If all the concerning paths are unfixable, then, take the sink
- Otherwise, priority to in-twins in unfixable paths, then concerning paths

More than two sinks in the cycle

More than two sinks in the cycle

$\rightarrow$ No problem!

## More than two sinks in the cycle


$\rightarrow$ No problem!
Linear-time algorithm

1. Take every source
2. Manage the special cases
3. Resolve each set of in-twins with some priority
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Algorithm
Generalized from [Belmonte et al., 2017]

1. Compute all the distances [Floyd-Warshall]
2. Obtain an optimal modular decomposition [McConnell \& de Montgolfier, 2005]
3. Start from the trivial modules, and combine them (dynamic programming)
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## Definition

In a module $M$, a vertex $x$ is $d$-constant if $\operatorname{dist}(w, x)=d$ for every $w \in M_{R}$ (where $M_{R}$ is the local solution).

© The local solution $M_{R}$ does not resolve $x$ and $y$ !
$\Rightarrow$ We need to keep track of all $d$-constant vertices...
... but $d \in\{1, \ldots, \mathrm{mw}, \infty\}$ so their number is bounded by $\mathrm{mw}+1$ for each factor!
$\Rightarrow$ We can brute-force them when combining local solutions.
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